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Abstract
Nowadays, more and more human activities depend on computer-based automated systems. Fully automat-
ed (robotized) production lines, energy distribution infrastructures and other urban services or environmen-
tal surveillance systems are just some examples of cyber-physical systems that depend entirely on automated 
control systems. In these cases a significant challenge is to identify abnormal behaviors of the supervised or 
controlled systems, in order to avoid malfunction or sometimes catastrophic events. Our main research goal 
was to evaluate the potential of adapting and using AI techniques in the field of anomaly detection. We also 
developed a platform, called AutomaticAI, which can help specialists in different domains to identify the best 
approaches to solve a given anomaly detection problem. The platform can select the best AI algorithm and 
parameter configuration for a given set of data containing normal and abnormal data. The tool was used 
successfully in a variety of domains, from cyber-physical systems to the medical domain.
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1. Introduction  

1.1. Context and motivation
In the times of the forth industrial revolution 

(Industry 4.0) we are surrounded by different 
kinds of cyber-physical systems, such as robotized 
industrial processes, energy and other urban ser-
vice distribution infrastructures, autonomous 
transportation, remote healthcare systems, intel-
ligent buildings and cities. All these systems are 
supervised and controlled by computers, comput-
er programs or computer-based devices. Some-
times services and functionalities critical for the 
safety of our lives (e.g. autonomous cars) are to-
tally dependent on such autonomous systems.  
But what happens when something goes wrong, 
for instance a sensor is not providing the correct 
measured value, a control device responsible for 
a critical functionality is broken, or the behaviour 
of the controlled system is changing in a manner 
not foreseen in the designing phase? How does 
an automated (e.g. computer-based) supervising 
system detect and then react to such an anomaly? 

In the past when supervision tasks were per-
formed by humans (e.g. process operators, or 
simple beneficiaries of some services or devices) 
a basic training was enough to detect and react to 
such cases. In an automated system the anoma-
ly detection should be part of the control system. 
Therefore, in recent years anomaly detection 
has become an important research subject, and 
a number of solutions have been proposed and 
tested. 

Anomalies may come in different shapes and 
forms, from very simple ones (e.g. a value that ex-
ceeds an allowed interval) that can be solved with 
simple thresholding or filtering methods towards 
complex ones that are hard to define and detect 
even by a human observer (e.g. climate change ef-
fects). In this last case artificial intelligence meth-
ods can be used to model and recognize abnormal 
behaviour.

1.2. Anomaly types
A simple definition for “anomaly” would be a 

data or a (system) behavior that is very different 
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from other:  data or detected behaviour. A more 
elaborate definition was given by Hawkins in 
1980: “anomaly is an observation that differs so 
much from other observations that raises suspi-
cion that it was produced by a different mecha-
nism” (e.g. a malfunction in the system or an arti-
ficial intervention in a financial process). 

There are some other words that have similar or 
close meaning with the anomaly word: abnormal 
(behaviour), outlier or deviant. 

There are a number of issues regarding the rec-
ognition of an anomaly:

 – how big the deviation should be in order to 
classify it as an anomaly? 
 – natural noise present in some data should not 
be confused with anomaly
 – an anomaly may be a question of viewpoint, or 
might depend on the context in which it was 
produced (e.g. a European in an Asian popula-
tion may be considered an anomaly)
 – humans, based on education and experience 
have a natural ability to recognize an anom-
aly, even there is no rational explanation for 
it; computers do not have this “natural” ability.

Regarding the types of possible anomalies we 
could mention some of them:

 – a data/value in the evolution of a signal that 
exceeds some interval considered normal;
 – a change in the linear evolution of a signal;
 – some stochastic values that don’t follow a 
known probability distribution (e.g. Gaussian 
distribution);
 – some multi-parameter observations/objects 
that don’t fit in some pre-defined classes con-
sidered normal cases;
 – some deviations in the periodicity of a signal 
(e.g. arithmias in an ECG signal).

1.3. Domains for automated anomaly detec-
tion

Automated recognition of anomalies is an im-
portant task [1–4] in the context of new trends 
such as: IoT, IioT, and Industry 4.0. It is important 
for safety critical cyber-physical systems where 
the system must contain fault tolerant and self 
healing solutions. 

In healthcare, different diseases and their symp-
toms may be considered anomalies of the human 
body. Early detection of such changes in the phys-
iological parameters of a patient may prevent lat-
er evolution of more serious diseases. 

Anomaly detection is also useful in any applica-
tion which deals with huge amounts of data, ca- 
talogued as „big data”. In this case manual anal-

yses are not feasible, but some outlier data may 
influence the outcome of the automated analysis. 
Therefore, anomaly detection is used in order to 
eliminate erroneous data.

Automated anomaly detection is needed also in 
cases when changes are so subtle that the human 
senses don’t detect them. For instance, in industry 
early detection of future defects is the bases for 
preventive maintenance.

Examples of domains where anomaly detection 
may play a significant role:

 – in economic and financial applications, for the 
detection of frauds or economical tendency 
changes; 
 – in industrial processes, for detection of mal-
functioning devices or infrastructures, preven-
tive maintenance, alarms generation;
 – in medicine for the detection of diseases and 
symptoms or for abnormal behaviour detec-
tion in case of psychologically impaired per-
sons;
 – in environment monitoring for detection of 
parameter changes, contaminations, air pollu-
tion;
 – in informatics systems for the detection of 
cybernetic attacks on computing devices, net-
works of software. 

The paradox is that the same anomaly detection 
technique may be applied for a wide variety of 
domains and application types. Therefore, we 
consider that there should be a general anomaly 
detection tool that may be adapted for different 
particular domains.

2. Taxonomy of anomaly detection 
techniques 

Because there are many types of anomalies and 
anomaly detection techniques we considered that 
it would be useful to define a kind of classification 
or a taxonomy [5]. Analysing the literature in the 
field we identified a number of criteria that can 
be used for classification:

 – based on the nature of the anomaly;
 – based on the nature of the analysed data;
 – based on the evaluation methods;
 – based on the nature of the applications.

According to the first criterion the following 
types of anomalies can be identified:

 – single point anomalies or outliers – a value 
that significantly differ from the rest of the 
values; examples are: wrong measurements, 
erroneous data transmission; [1]
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 – contextual anomaly – where a value/data is 
very different from a closer context – a more 
complex anomaly that take into consideration 
a value’s neighborhood; examples are: devia-
tions on the stock market, pixels in an image 
affected by noise; [2]
 – anomalies in time series – where the anomaly 
is detected as a deviation form a normal trend; 
e.g.  artefacts in an ECG signal. [4]

Based on the nature of analysed data we can 
take into consideration the number of attributes 
contained in an observation and the type of cor-
relation existing between observations. From the 
first point of view we have single variable obser-
vations (e.g. temperature variations) and multi- 
variable observations (e.g. EEG signals). Based on 
the second view there may be:

 – data with statistical correlations between ob-
servations (e.g. the marks for a discipline fol-
low a Gauss distribution);
 – time-based correlation – where the values 
sampled in time have some kind of correlation 
(e.g. process parameters);
 – spatial correlation – where data measured in 
neighbouring nodes are somehow correlated 
(e.g. temperature measurements made by a 
number of sensors spread in a given region);
 – functional correlation – where the physical 
and chemical law determine some rigorous 
correlation between measured values (e.g. 
electrical parameters such as voltage, current 
and power in an electrical infrastructure).

The anomaly detection methods applied for a 
given case should take into consideration these 
types of correlations present in the input dataset.

We can also define different informatics ap-
proaches for solving the anomaly detection prob-
lem.  Some of them are based on system analysis 
and signal processing methods such as min-max, 
thresholding, interpolation, system identification, 
Fourier or Laplace transforms. Other methods 
are inspired from artificial intelligence such as 
classification and clustering (e.g. KNN, K means, 
SVM, random forest, etc.) or neural networks. In 
this case through a process of training a given 
classifier may distinguish between normal and 
abnormal observations.

And finally, based on the type of the applications 
we may distinguish between techniques that may 
be applied in off-line mode, where there are no 
real-time restrictions and any complex method 
can be applied and techniques for on-line mode, 
where strict time restrictions limit the use of com-
plex methods that are time consuming.

3. A software platform for anomaly 
detection

In order to offer a generic tool for anomaly de-
tection we developed a platform which is a collec-
tion of procedures useful in the process of data 
analysis and anomaly detection [6, 7].

The motivations for such an approach were:
 – there are many detection techniques and it is 
difficult to decide from the start which will be 
the best one for a given dataset;
 – beside anomaly detection usually we need oth-
er data preprocessing and visualization tools 
which should be part of a platform;
 – specialists from different domains (physics, 
chemistry, biology, environmental or earth 
sciences) may not have enough knowledge in 
artificial intelligence or signal processing do-
mains but they need anomaly detection tools.

The platform is a configurable tool in which a 
user can define a data processing pipeline con-
taining different preprocessing, classification and 
visualization procedures that are adapted for a 
given dataset or application. The platform was in-
itially developed for anomaly detection but it can 
be useful for other purposes where datasets must 
be classified. 

3.1 AutomaticAI – a tool for selection of 
best classifier algorithm

If we consider just the artificial intelligence 
methods and their variations , there is a huge 
variety of choices and unfortunately there is no 
unique best solution for all possible applications. 
In a classic research approach, a limited number 
of methods are tested and compared and from 
that set the best performing one is selected. But 
there may be other methods (untested) which 
may perform even better. 

There is also the problem of setting the optimal 
parameters for a given method; the obtain results 
may vary drastically with the values of the setting 
parameters. The researcher should select the best 
method form a multidimensional search space, 
which may be a very time consuming process. [8].

In order to solve this selection and parameters’ 
setting problem we proposed and implemented 
an automatic method that try to find the best per-
forming method from a wide variety of possibil-
ities. [9]

Our solution is based on an optimization tech-
nique built upon particle swarm optimization 
and simulated annealing methods. [10, 11] 

In principle the method works as follows: 
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 – in the first step a number of particles are de-
fined, that represent different classification 
techniques in different settings;
 – in the next repeating step, through a number 
of epochs the best algorithm and its best set-
ting is selected using the particle swarm opti-
mization technique; each algorithm is trained 
on the given dataset and a performance func-
tion determines which has the best quality pa-
rameters. In the next epoch the best perform-
ing algorithm set is preserved and through mu-
tations (e.g. parameter changes) new particles 
are created. Through simulated annealing the 
mutation degree (e.g. parameter changes) is re-
duced as the simulation epochs pass;
 – finally the method presents the best perform-
ing algorithm and their settings together with 
their quality measures (e.g. accuracy, preci-
sion, recall, F1, confusion matrices.

The experiments made on different datasets 
from different domains showed the efficiency of 
the proposed method; in each case the automat-
ed method found a solution in a reasonable time 
that gave quality parameters comparable with 
methods proposed by other research groups. The 
experiments also showed that there is no unique 
best solution for all the studied cases. Therefore, 
the process of finding the best solution is a neces-
sary step.

4. Experiments with the AutomaticAI 
platform

In this chapter we present a number of exper-
iments in different domains performed in order 
to validate the efficiency of the proposed Automa- 
ticAI tool.

4.1. Anomaly detection in water infrastruc-
tures

In this experiment the goal was to find a meth-
od for determining the quality of the water in a 
distribution infrastructure and generate alerts in 
case of contamination. 

In this experiment we used a dataset called 
GECCO 2017 [12], that contains approximately 
100.000 observations/probes, and each probe in-
clude 9 parameter values, that are relevant for 
the quality of the water (e.g. temperature, pH, 
conductivity, chlorine content, turbidity). 

After applying the AutomaticAI procedure we 
obtained the best performing algorithms with 
their best setup. Table 1 shows the results for the 
first 10 classification algorithms. It seems that 
in this experiment the Random forest offer very 

high rate of anomaly (contamination) recogni-
tion and the Ridge classifier showed the poorest 
results.

Through other methods included in the plat-
form it could be calculated which parameter had 
the highest influence in the decision. Figure 1 
show this dependence.

4.2. Corona virus infection as anomaly 
detection

In this experiment our goal was to detect corona 
virus infection from usual blood analysis without 
the need for specialized tests (e.g. PCR tests). The 
need for such an approach was evident in the first 
phase of the pandemic when PCR tests were rare 
[13]. 

In this experiment our goal was to detect corona 
virus infection from usual blood analysis without 

Fig. 1. Feature importance in the classification of 
water probes.

Table 1. Algorithms selected for water quality classi-
fication. (set parameters: class_weight= 'balan-
ced', max_depth=42, n_estimators=130)

Algorithm F1-Measure
RANDOM FOREST 99.92%

EXTRA TREES CLASSIFIER 99.81%

DECISION TREE 99.19%

MLP 99.49%

KNN 99.47%

One-Class SVM 81.46%

SGD CLASSIFIER 50.36%

LOGISTIC REGRESSION 49.66%

PASSIVE AGRESSIVE CLASSIFIER 45.36%

RIDGE CLASSIFIER 37.34%
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the need for specialized tests (e.g. PCR tests). The 
need for such an approach was evident in the first 
phase of the pandemic when PCR tests were rare. 

4.3. Cancer detection from colorectal images
In this experiment the goal was to classify 

colorectal images as containing cancer polyps or 
not. Traditionally through colonoscopy a trained 
medical person can distinguish between images 
with and without cancer formations (polyps). Fig-
ure 2 shows the difficulty of separating normal 
colon images from those with cancer.

In this experiment we used a pre-trained con-
volution neural network called ResNet50 in order 
to extract relevant features from images. Then, 
using AutomaticAI we determined which classi-
fying algorithm performs best in distinguishing 
between images containing cancer formations of 
not. In this experiment the Ridge classifier proved 
to be the best one with Accuracy=98.33%, Preci-
sion=100% and Recall=76.64%. 

It is interesting to mention that in the first pre-
sented experiment the Ridge Classifier had the 
poorest results.

4.4. Anomaly detection in esophageal meas-
urements

In this experiment [14, 15] we analysed acoustic 
2D images from a device called High Resolution 
Manometry (HRM). (Figure 3). This device is used 
for the detection of abnormal functioning of eso-
phagus in the process of swallowing.

The goal in this case was twofold:
 – to identify wrong positioning of the probe in 
the esophagus;
 – classify diseases related with the swallowing 
process.

In each case a set of images obtained from a 
HRM device were labelled by trained specialists 
as good of wrong (bed positioning) images and 
images representing different diseases. 

The difficulty in this case was the relatively small 
number of labelled images available for training 
and that sometimes, even for the human observ-
er, it was difficult to discriminate between wrong 
positioning of the probe and a given disease. 
Because of this the quality parameters are not 
as good as in the previous experiments, but still 
very good in this context. In the case of probe po-
sitioning error detection, the precision obtained 
was 90,67% and the F1 parameter was 84.21%. 
For classification of diseases we used a classical 
algorithm present in the medical literature. 

Fig. 2. Colonoscopy images; first two with cancer and 
the last without.

Fig. 3. HRM measurement- device and obtained 2D 
image.
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5. Future work

In order to provide access to our anomaly detec-
tion platform for a wider category of specialists 
from different domains we intend to deploy the 
platform on a cloud infrastructure. A first version 
was successfully deployed on a private cloud, but 
for open access services a public cloud is needed. 
The cloud deployment can benefit from higher 
computing resources, that may contribute to the 
reduction of time needed for the automatic selec-
tion and training of anomaly detection algorithm.

We also intend to diversify the domains in which 
anomaly detection and our platform is used. We 
also intend to add to the platform new artificial 
intelligence algorithms as well as signal process-
ing detection methods.

6. Conclusions
As showed in this paper, anomalies play an 

important role in the lifetime of an application. 
Automatic anomaly detection is more and more 
a mandatory functionality of a system, mainly 
for those cases when systems have an autono-
mous life. It is also important for safety-critical, 
fault-tolerant and self –healing systems. Anomaly 
detection techniques can be used also in different 
medical areas in order to identify diseases as de-
viations from the normal physiological behaviour 
of human body.

A specialist in a given domain needs an efficient 
tool in order to identify and separate or eliminate 
anomalies for datasets. For this purpose, we de-
veloped a configurable platform that contains 
multiple procedures necessary in the process of 
data analysis and anomaly detection. 

The most important part of the platform is the 
AutomaticAI tool that automatically selects the 
best performing classification algorithm for a giv-
en dataset. The efficiency and versatility of this 
automatic method was proved through a num-
ber of experiments performed in a variety of do-
mains: water infrastructures, medical imagery, 
covid detection, etc.
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